standard form. Similar approximations may be obtained for the higher-order functions $t^{n} I_{R}{ }^{(n)}$, but none will be presented here since these functions can be computed about as easily by Gauss-Laguerre quadrature, as previously described.
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## Note on the Calculation of Fourier Series

By Philip Rudnick

Cooley and Tukey have recently presented an algorithm for the machine calculation of Fourier series [1]. In this connection mention should be made of the similar method described by Danielson and Lanczos [2]. Although the latter is less elegant and is phrased wholly in terms of real quantities, it yields the same results as the binary form of the Cooley-Tukey algorithm with a comparable number of arithmetical operations.

A small-computer program has been written in this laboratory which uses the Danielson-Lanczos method with one minor modification, described below.* In this form cosine and sine series may be evaluated independently of one another, and as with the Cooley-Tukey process, the calculation can be performed by replacing input data with results, without any substantial storage requirement beyond that set by the original number of input coefficients. The procedure used is readily extensible to the computation of $[(N / 2)+1]$ cosine and $[(N / 2)-1]$ sine sums, from an original sequence of $N$ real numbers, where $N$ is any power of 2 greater than the fourth. Two executions of this procedure will yield values for a set of $N$ complex Fourier series of $N$ terms each, and can be accomplished by $N\left[\log _{2} N+3\right]$ real multiplications and $7 N / 2\left[\log _{2} N-23 / 7\right]$ real additions. For the same task the

[^0]indicated requirement of the Cooley-Tukey algorithm is approximately $2 N \log _{2} N$ each of complex additions and complex multiplications. $\dagger$

Modification of the Danielson-Lanczos algorithm. Three equations given by Danielson and Lanczos [2] on pages 378 and 379 may be replaced by the following likenumbered equations.

$$
\begin{align*}
\bar{u}_{0} & =u_{1} \\
\bar{u}_{i} & =u_{2 i-1}+u_{2 i+1}, \quad 1<i<2 n  \tag{54}\\
\bar{u}_{2 n} & =u_{4 n-1}, \\
\bar{v}_{i} & =v_{2 i-1}+v_{2 i+1}, \quad 1<i<2 n ; \\
A_{k}^{\prime} & =\frac{1}{2} \sec (\pi k / 4 n) \sum_{\alpha=0}^{2 n} \bar{u}_{\alpha} \cos (\pi k \alpha / 2 n), \quad 0 \leqq k<2 n,  \tag{57}\\
A_{2 n}^{\prime} & =0 ; \\
B_{k}^{\prime} & =\frac{1}{2} \sec (\pi k / 4 n) \sum_{\alpha=1}^{2 n-1} \bar{v}_{\alpha} \sin (\pi k \alpha / 2 n), \quad 0<k<2 n, \\
B_{2 n}^{\prime} & =\sum_{\alpha=0}^{2 n-1}(-1)^{\alpha} v_{2 \alpha+1} . \tag{58}
\end{align*}
$$

The original equation (53) is in error; the low limit on the summation index should be 0 , consistent with (58) above.

With this modification the cosine and sine series calculations are more closely alike (except for the second equation (58)), and are independent of one another.

University of California, San Diego
Marine Physical Laboratory of the
Scripps Institution of Oceanography
San Diego, California 92152

1. J. W. Cooley \& J. W. Tukey, "An algorithm for the machine calculation of complex Fourier series," Math. Comp., v. 19, 1965, pp. 297-301. MR $31 * 2843$.
2. G. C. Danielson \& C. Lanczos, "Some improvements in practical Fourier analysis and their application to X-ray scattering from liquids," J. Franklin Inst., v. 233, 1942, pp. 365-380; 435-452. MR 3, 276.
[^1]
[^0]:    Received December 29, 1965.

    * Work of the laboratory is sponsored by the Office of Naval Research.

[^1]:    $\dagger$ I am indebted to a private communication from the referee for the information that this expression, interpreted on the basis that one complex addition and multiplication requires four each of real additions and real multiplications, considerably understates the efficiency of programs which have been written based on the Cooley-Tukey algorithm.

